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Figure 1: A scene from the action round of our workshop, in which participants use roleplay and speculative artifacts to explore 
the ethical implications of a future scenario. 

ABSTRACT 
The rapid pace of technological progress carries with it a heightened 
risk of ethics and privacy violations, creating an urgent need for 
mechanisms to address this risk. We approach this problem from the 
perspective of designers and technologists aiming to design tech-
nology that better accounts for ethical implications. We iteratively 
developed a workshop-based method (� =113, seven workshops) 
for probing ethical implications of emerging ubiquitous computing 
technologies. We contribute a method that enables people with 
varying levels and areas of domain expertise and with a variety 
of lived experiences to collectively speculate about the ethical im-
plications of emerging technologies, navigate value tensions, and 
prototype artifacts as a way to grapple with those tensions. We 
introduce implication design as a means for participants with and 
without design experience to communicate how a technology might 
change to better serve them. Lastly, we share our learnings from 
and refections on our design process. 
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1 INTRODUCTION 
With digital devices collecting increasingly intimate data that is 
analyzed using complex and uninterpretable algorithms, the risk 
of ethics and privacy violations has been growing at the same 
pace as technological progress [12, 25, 32, 41, 60]. Academic and 
public concern surrounding technology ethics has sharpened in 
recent years, motivating a broad range of approaches to addressing 
ethical concerns across a variety of disciplines [7, 8, 29, 39, 79]. 
Despite these eforts, the anticipation and communication of ethical 
implications of technology remains a signifcant challenge. 
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We approach this problem from the perspective of design and 
computer science researchers aiming to understand how the design 
of emerging technologies ought to change to better account for 
ethics and privacy implications. As researchers, we have both the 
power and responsibility to shift the technologies we develop to-
wards more desirable, ethical, and equitable futures. However, while 
we may have good intentions and aim to develop the technology for 
a specifc group’s needs, we are acutely aware that the technologies 
we create can ultimately be reappropriated for diferent purposes. 
We therefore believe that it is crucial to consider a multiplicity of 
alternative technology futures from the outset of the design and 
development process. 

Among design-based approaches to computing ethics, many 
have turned to methods such as speculative design [4, 27] and 
design fction [9, 69] to probe the ethical implications of emerg-
ing technologies. Through the imagination of possible futures 
or alternative presents [17], these methods can create space for 
critical refection on values and ethics [5, 79]. Recent work has 
emphasized the importance of considering whose voices, experi-
ences, and perspectives are considered when imagining possible 
futures [11, 18, 19, 40, 58, 65, 73, 74]. Towards addressing these 
concerns, a growing body of work has explored more participatory 
approaches to speculation and futuring [30]. Speculating from mul-
tiple perspectives afords the possibility of constructing scenarios 
that center diverse values and experiences, but will often construct 
futures whose values are in tension with each other [15]. We see 
these value tensions not as disagreements to be resolved, but as 
a means to deepen the discussions around ethical implications of 
technology, which values or whose values to prioritize, and how to 
decide which actions to take in response. In particular, we recognize 
a unique opportunity to bring participants together not just to sur-
face value tensions that can later serve as inspiration for designers, 
but engage participants in collectively navigating these tensions. 

In this work, we explore how collective speculation might be 
applied towards probing the ethical implications of emerging tech-
nologies. To develop our workshop-based method, we adopted an 
iterative process and conducted a series of co-design workshops 
with over 100 participants over the course of one year. Our goal was 
to develop a workshop that (1) surfaces diverse values, (2) enables 
participants of diferent backgrounds (specifcally, diferent levels 
and area of expertise, as well as diferent identities and demograph-
ics) to collectively navigate those value tensions, and (3) does not 
rely on heavy facilitator involvement or design expertise. 

Towards these goals, we make use of several techniques to 
mitigate power dynamics and create a space where people of all 
backgrounds can meaningfully and comfortably contribute. We 
draw inspiration from collaborative game design and role play to 
facilitate collective speculation [17, 49, 63] and increase engage-
ment [21, 52, 54], and present structured brainstorming activities 
to guide the collective imagination of possible futures. We intro-
duce the concept of implication design, a design approach towards 
embedding a technology’s ethical implications in its design. We use 
implication design to enable participants with and without techni-
cal or design experience to communicate how a technology might 
be changed to better serve them, leading to a deepened discussion 
of value tensions in the context of imagined solutions. Lastly, we 
refect on the outcome of the fnal workshop and our learnings, 

focusing on the process by which participants collectively navigated 
value tensions and iterated through complex design trade-ofs. 

In summary, we make the following contributions: 
(1) The fnal design of our workshop-based method for anticipat-

ing and communicating ethical implications of technology. 
(2) A summary of our iterative design process and refection on 

our learnings while conducting seven workshops with 113 
participants. 

(3) Implication design, a design approach for embedding a tech-
nology’s ethical implications in its design that we employ to 
allow participants without technical or design expertise to 
collectively navigate value tensions. 

2 RELATED WORK 
In this section, we frst provide an overview of theoretical per-
spectives that center values and ethics in design research. We then 
discuss the ways in which speculation and futuring can create 
space for critical refection on values and ethics. Next, we share 
how participatory and co-design methods can address shortcomings 
of speculative design methods by opening the space for collective 
speculation. Lastly, we describe prior work in game design that 
can enable collectively navigating value tensions while striving for 
equal contribution. 

2.1 Values and Ethics in Design 
What exactly constitutes ethical technology and how best to design 
it has long been a subject of academic debate across disciplines 
such as philosophy of technology, science and technology studies 
(STS), human-computer interaction (HCI), anthropology, media 
studies, and more [67]. The multiplicity of theories and methods is 
a testament to the complexity of the “wicked problem” [59] at hand. 
In this work, we align ourselves with perspectives common in HCI 
and design research (see Shilton [67] for a comprehensive review). 

Within HCI and design, approaches such as value-sensitive de-
sign [33, 35, 36], values in design [45], worth-centered design [14], 
refexive design [64], and critical design [26] aim to surface how val-
ues and ethics are embedded in the design of technology and/or pro-
vide methods for operationalizing the consideration of human val-
ues in the design of technology. For instance, refexive design [64] 
argues that critical refection on unconscious values should be an 
integral part of technology development. Through critical refec-
tion, designers can make explicit which experiences are centered 
by the design and which are marginalized. In our workshop, we 
aim to create space for such critical refection. 

Value-sensitive design (VSD) provides practitioners with theory 
and methods for eliciting and engaging with stakeholder values in 
the design process. We take inspiration from several VSD methods 
in our work, including direct and indirect stakeholder analysis [37], 
scenario analysis [55], and card-based activities for value elicita-
tion [34]. Our techniques align with characterizations of values 
as being situated in local contexts, shaped by societal norms and 
culture, and intertwined with lived experience [35, 43, 48], and 
we draw particular attention to the importance of engaging with 
value tensions [51]. We adopt JafariNaimi et al.’s [43] defnition that 
“values serve situations as hypotheses.” Following this view, values 
serve design problems by foregrounding both what the situation 
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is and what can be done about it. In our workshops, we aim to 
support participants in collectively determining the situations that 
demand action and navigating what might be appropriate actions 
to take. In the following section, we discuss how we draw from 
speculative design methods to elicit values and value tensions in 
imagined futures. 

2.2 Speculation and Futuring 
Nearly all designers engage in the imagination of possible futures [17] 
and most technological development is driven by speculative imag-
ination of “future sociotechnical worlds” [65]. Design methods that 
explicitly engage with the practice of speculation are commonly 
referred to as speculative design [4, 27, 77] or design futuring [46], 
though this terminology is not without controversy [4, 17, 46]. 
Closely related methods include design fction [9, 69], critical de-
sign [26], and adversarial design [23]. Each of these methods in-
volve the use of fctional scenarios or worlds to imagine possible 
futures or alternative presents [4] and frequently involve the design 
of speculative artifacts for those futures. By removing practical or 
commercial constraints, speculative artifacts and scenarios can “sus-
pend disbelief” [70], create space for critical refection on societal 
values, or challenge dominant narratives of the future [46]. 

However, speculative design has been criticized for not engaging 
with topics of race, gender, class, and power, and for not calling 
larger sociotechnical infrastructures into question [18, 19, 46, 58, 73]. 
In response to these criticisms, and as speculative design practices 
have moved “out of the ‘showroom’ and into ‘feld’ ” [30], a growing 
body of work has turned to more participatory forms of speculation 
and futuring, which we discuss in the following section. 

2.3 Participatory Forms of Speculation 
Participatory and co-design methods aim to enable stakeholders to 
directly participate in the design of technology [53, 62]. Participa-
tory design theory highlights that practitioners must create new 
forms of participation to allow non-expert participants to mean-
ingfully contribute [53] and refect on the power dynamics among 
stakeholders in the design process [10]. Closely related to participa-
tory design, co-design also aims to enable stakeholder participation 
in the design of technology [68], with a lesser emphasis on political 
participation [20]. 

Approaches that combine elements of participatory and specula-
tive design vary widely in their goals—centering and amplifying the 
voices of marginalized communities [6, 40, 72, 74], facilitating collab-
oration among participants with diferent viewpoints [13, 15], com-
plementing design knowledge with non-design expertise [24, 75], 
grounding speculated futures in situated experiences [22], or sup-
porting long-term forecasting in technology innovation [28]—as 
well as in their level of participation [30]. We share many of the 
goals above and draw particular attention to approaches that have 
an explicit focus on surfacing the ethical and privacy risks of tech-
nology, including Timelines [79], Judgement Call [5],and Security 
Fictions [50]. 

In addition to surfacing values, we aim to build on this body of 
work by exploring methods that enable participants of diferent 
backgrounds to collectively navigate value tensions in imagined 

worlds. However, it is not sufcient to simply add diverse stakehold-
ers “and stir” [53]. We use game design and role play techniques, 
described next, to scafold speculation and facilitate equal contribu-
tion while reducing facilitator involvement. 

2.4 Game Design and Roleplay 
Games are a powerful medium for speculation, since they encour-
age immersion and expand the range of possibilities without being 
bound to practical limitations of the physical world [17, 49]. Due 
to this quality, there has been a history of using games in HCI 
as a rhetorical medium to implicitly shape values and encourage 
action [16, 31, 61] or to convey knowledge or skills as in serious 
games [47]. Serious games have also been used in conjunction 
with roleplay activities to involve participants in a make-believe 
process [49]. Relatedly, other work in HCI has used roleplay tech-
niques to facilitate critical self-refection [57] or understand user 
needs [63]. 

In addition to games being used to encourage speculation and 
exploration of fctional scenarios, games have been used in partici-
patory design as a “leveler” to create a “relaxed, familiar, and egal-
itarian” space [52, 54]. Moreover, collaborative games have been 
shown to increase social closeness [21]. Lastly, gamestorming— 
creating game worlds to examine business challenges—has been 
used to increase engagement and improve collaboration in business 
workshops [38]. Using game design and roleplay techniques, our 
workshop design facilitates speculation, immersion, and critical 
refection, and fosters equal contribution among participants of 
varying backgrounds and expertise levels. 

3 BACKGROUND AND MOTIVATION 
Our motivation for developing our workshops emerged from a ten-
sion we faced as researchers interested in imagining how designed 
artifacts should better account for ethics and privacy implications. 
Given that such implications are contextual, relational, and sub-
jective, the decision of which implications to consider in designs 
that may afect millions of people should not fall on a small group 
of designers. Thus, we set out to explore how using designed ar-
tifacts (as a complement or alternative to systems-level or policy-
based approaches) could be used as a means to enable people with 
and without technical expertise to communicate how a technology 
might be changed to better serve them. We found precedence in 
prior work that utilized design to embed the ethical implications a 
technology might carry, and propose the term implication design 
to describe artifacts that communicate or protect against ethical 
implications of technology through their design. 

In this section, we frst discuss the concept of implication design 
and provide examples of implication design in prior work. We 
then discuss our positionality as researchers and conclude with our 
workshop’s goals. 

3.1 Implication Design 
In this work, we use the term implication design to describe a design 
approach in which a product’s implications are embedded into its 
design, analogous to how the functionality a product afords is 
communicated through signifers [56]. Implications are potential 
outcomes of using a technology that an end-user may not anticipate 

1678



DIS ’23, July 10–14, 2023, Pitsburgh, PA, USA Nava Haghighi, Mathew Jörke, Yousif Mohsen, Andrea Cuadra, and James A. Landay 

and are frequently ethical in nature. For example, an implication of 
using a webcam is that a user’s video data is recorded and possibly 
transmitted to an unknown third party. We believe implication 
design is particularly useful in ubiquitous computing systems where 
the negative implications of the technology are often specifc to a 
local context of use [42]. For example, cameras can be used both 
for connecting with friends and relatives over a video call or for 
covert surveillance and stalking. 

We refer to artifacts that signify their ethical implications as 
implication design artifacts. Implication design artifacts make their 
implications more saliently perceptible to the user by embedding 
them directly into their design. For example, Eyecam [71], an an-
thropomorphic webcam shaped like a human eye, can be imagined 
to communicate the potential negative implications of being ob-
served. An existing (but subtle) example of implication design in 
current consumer technology is the integration of green and orange 
indicator lights in the iPhone to communicate when the camera or 
the microphone is being used [1]. Contrasting the two examples, 
Eyecam more saliently communicates the potential implication of 
being observed through its anthropomorphic design. In Dangling 
String [76], possibly one of the earliest examples of implication 
design in digital technology, artist Natalie Jeremijenko created a 
ceiling mounted string that twitched everytime a bit of data moved 
through an ethernet cable at Xerox PARC. 

Beyond signifying a technology’s implications by communicating 
them to the user, implication design artifacts can also allow the 
user to protect themselves against those implications by making 
them tangible and embodied. For example, Alias [44], a teachable 
“parasite” that is designed to give users more control over their 
smart speakers by intercepting audio signals, can be considered an 
implication design artifact for protection. 

By formally articulating the concept of implication design, we 
hope to highlight the ways in which this design approach can be 
used to mitigate potential harms when using and interacting with 
technology. In this work, we use implication design as a means 
to enable people with and without technical expertise or design 
experience to communicate how a technology might be changed 
to better serve them. This refects our desire to bring a diversity of 
perspectives into the process of designing technology that better 
accounts for ethical implications. Shifting our focus “from artefacts 
to process” [30], we aimed to examine the role of implication design 
in supporting collective speculation and navigating value tensions. 

3.2 Positionality 
We are a diverse group of researchers with a wide range of experi-
ences of power and marginalization. For example, we come from 
large and small countries in the Global North and the Global South, 
belong to religious, sexual, ethnic, and gender majorities and mi-
norities, and some of us have disabilities. We have backgrounds in 
design, computer science, and architecture. We all share the privi-
lege of being researchers at a prestigious academic institution in the 
US. Through our institutional afliation, we had access to experts 
in computing ethics, ethics in design, and game design who ofered 
us consultation in developing this workshop. Our research group 
(among other topics) researches and designs ubiquitous computing 
systems for applications in health, sustainability, and education. 

This proximity to ubiquitous computing research informed our 
choice of technologies and scenarios to explore in our workshops. 

This project was born out of our own concerns with the poten-
tial harms of ubiquitous computing systems, including our own 
research projects. Rather than working within the constraints of 
what is currently technologically feasible, we wanted to begin with 
imagining desired futures. However, given our diversity of interests 
and lived experiences, we knew that one person or group’s desired 
future would not refect a future desireable for all. This inspired 
us to explore how collective speculation might be applied towards 
probing the ethical implications of emerging technologies, and nav-
igating the value tensions that inevitably arise in the process in a 
more inclusive manner. 

3.3 Workshop Goals 
Much like our iterative approach to the design of our workshop, 
our goals were iteratively defned and refned over the course of 
this project. The process of designing workshops and refecting on 
participant interactions enabled us to identify three key goals: 

1) Surface diverse values. 
The workshop should surface a diversity of values such that 
the set of ethical implications considered is as broad as pos-
sible, which we believe contributes to a richer and more 
nuanced design space. Noting that values are grounded in 
lived experience, we set out to bring together participants 
with a diversity of lived experience. In addition, we believe 
that it is important to include participants with diferent lev-
els and areas of domain expertise, who can provide a more 
nuanced understanding of the technological implications. 
Thus, we aim to create activities such that all participants 
are able to and feel comfortable surfacing a diversity of val-
ues that draw on their lived experiences. 

2) Enable participants of diferent backgrounds to collec-
tively navigate value tensions. 
Beyond surfacing values, the workshop should enable partic-
ipants to collectively navigate value tensions. Simply surfac-
ing values results in a select group of people (i.e., the design-
ers or developers of the system) deciding how to resolve the 
value tensions as well as which values and whose values to 
prioritize. Navigating tensions requires scafolding to help 
participants make difcult decisions about design trade-ofs 
and conficts in stakeholder values. This scafolding should 
also account for power dynamics amongst participants and 
work towards ensuring that everyone has an equal voice. 

3) Reduce reliance on heavy facilitator involvement and 
design expertise. 
While nearly all design workshops require some degree of 
facilitation, the workshop should not rely on facilitators 
having deep design expertise to ensure that the frst two 
goals are met. Instead, the facilitator should be responsible 
for choosing a technology and scenario, recruiting partici-
pants, and creating a safe and comfortable environment for 
contribution. We hope that reducing reliance on facilitator 
involvement and expertise will help this method scale to 
many diferent settings. 
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4 WORKSHOP OVERVIEW 
In this section of the paper, we provide an overview of the work-
shop, describe the goal of each activity, and ofer some exam-
ples of the resulting artifacts from our workshops. The design 
of our workshop is the outcome of our iterative and refective 
process. In Section 5, we describe in detail and refect on the pro-
cess that resulted in this fnal workshop design. We refect on 
the outcomes of our fnal workshop in Section 6.1. A comprehen-
sive facilitation guide and all workshop materials can be found at: 
https://stanfordhci.github.io/collective-speculation 

Our fnal workshop is organized into the following sections, sum-
marized in Table 1: 

1) Introduction and Warm-Up 
Facilitators provide an overview of the workshop, set ground 
rules and agreements for communications, and establish a 
safe space for contribution. Participants complete a short 
warm-up activity to increase their comfort with speculation 
and uncertainty. 

2) Anticipation Round 
In the anticipation round, participants are guided through a 
series of brainstorming activities to imagine contexts, stake-
holders, and use cases for a given technology. Participants 
then explore positive and negative implications of a given 
technology for various stakeholders in a chosen context and 
use case. The output of this round is a deck of cards that is 
used in the action round. 

3) Implication Design Round 
In the implication design round, participants learn the con-
cept of implication design and develop speculative design 
artifacts using negative implications from the anticipation 
round. This round provides scafolded activities to help par-
ticipants familiarize themselves with implication design. 

4) Action Round 
In the action round, participants use the deck of cards to 
engage in a roleplaying activity. During this activity, partici-
pants construct futures grounded in their lived experience 
and explore value tensions among stakeholders. Participants 
create speculative design artifacts to communicate or pro-
tect against potential ethical implications and collectively 
navigate design trade-ofs. 

4.1 Facilitator Preparation 
Before the workshop, facilitators decide on a technology and usage 
scenario to explore based on the project and domain of interest. For 
example, we used the following scenario in our workshops: 

A technology company is ofering a new product on 
the market—a behavioral sensing system to be de-
ployed in indoor spaces that adjusts environmental 
factors based on behavioral data in order to enhance 
productivity and wellbeing. 

Facilitators are also responsible for recruiting participants for the 
workshop. For our fnal workshop, we recruited 15 participants 
with diverse identities and demographics as a proxy for diverse 
lived experiences and diferent levels and areas of domain expertise. 

We used screening surveys with self-reported identity categories, 
demographic information, education level, and profession for re-
cruitment, which we distributed through email lists and fyers in 
our area. More information about our recruitment is described in 
Section 5 and full details can be found in the facilitation guide. 

4.2 Introduction and Warm-Up 
To begin, the facilitators introduce themselves and create a safe and 
supportive environment, setting expectations for the workshop’s 
topics and presenting agreements for respectful communication. 
Then, all participants introduce themselves and engage in a short 
warm-up activity. In our workshops, we used a scenario similar to 
the main workshop scenario, but more provocative and overdra-
matized (the technology was an intelligent toilet) to incentivize 
creative speculation. Participants were prompted to design artifacts 
for this scenario subject to certain constraints (e.g., “you have to 
use magic”). 

4.3 Anticipation Round 
The objective of this round is to generate a deck of cards to use in the 
action round. This round has three main phases of individual and 
collective brainstorming: stakeholder and context brainstorming, 
use case brainstorming, and implication brainstorming. 

4.3.1 Stakeholder and Context Brainstorming. The goal of this 
brainstorm is to generate many ideas for potential contexts where 
this technology might be deployed, (e.g., preschools and trains), 
direct stakeholders for each context, (e.g., children and conductors), 
and indirect stakeholders, (e.g., future children and cleaning staf). 
Participants frst work individually, then in small groups of 2–3 
people to brainstorm based on the scenario provided by the facilita-
tors (see Figure 2). The round ends with a vote in larger, 4–6 person 
teams (two small teams merge) about which context and respective 
stakeholders to take on to the next phase of this round. 

4.3.2 Use Case Brainstorming. The goal of this brainstorm is to 
generate many ideas for potential use cases within the selected 
context. We defne a use case to be a scenario that benefts at 
least one stakeholder. The brainstorming is scafolded using the 
following template: 

For who want to , the system can by . 

After brainstorming, each team selects three fnal use cases and 
writes them on use case cards from the action deck. For example, one 
team with hospitals as their context selected the usecase: “For doctors 
who want to reduce patient stress level, the system can improve that 
by adjusting the temperature, light, and humidity.” We also provide 
participants with a handout that contains more information about 
the sensors the system might use, the kinds of behavioral data the 
system might collect, and the kinds of automatic adjustments the 
system might be able to make. 

4.3.3 Implication Brainstorming. The goal of this phase is for par-
ticipants to fnalize the action deck by considering positive and 
negative implications of the use cases from the last round. We used 
the Tarot Cards of Tech [3] to prompt implication brainstorming, 
though facilitators can use any materials of their choosing. The 
Tarot Cards of Tech contain a number of prompts (e.g., “Who or 
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Phase Duration Rationale Resulting artifact(s) 
(min) 

Introduction 30 Set expectations for the workshop, establish a safe space None. 
for contribution. 

Warm-up 15–20 Increase comfort with speculation and uncertainty in Ideas drawn on sticky notes or prototyped with craft 
poorly defned problems. materials. 

Anticipation 45–60 Imagine contexts, stakeholders, and use cases for a given A deck of cards (stakeholder, context, use case, positive 
Round technology. & negative implication). 

Implication 30 Familiarize the concept of implication design, develop Implication design sketches and/or physical prototypes. 
Design Round artifacts that embody implications. 

Action Round 60–90 Navigate value tensions. Future packs with implications, stakeholders, and impli-
cation design artifacts. 

Table 1: Workshop overview. 

Figure 2: A team’s context and stakeholder brainstorming board at the end of the activity. 

what disappears if your product is successful? Who loses their job?” ) 
that can help brainstorm possible implications. For example, for 
the use case mentioned above, a positive implication that one team 
identifed was that it would “create jobs for technology teams devel-
oping and maintaining the system,” while a negative implication 
was that it would “introduce a divide between patients who can (and 
cannot) aford the service.” After brainstorming, each team collec-
tively selects six positive and six negative implications and writes 
them on their action deck implication cards. This activity completes 
the action deck. See Figure 3 for an example of a completed deck. 

4.4 Implication Design Round 
The goal of this round is to familiarize participants with the concept 
of implication design and developing artifacts that embody potential 
implications. Facilitators explain, motivate, and provide examples of 
implication design. Next, participants draw a negative implication 
card from their deck and receive a series of prompts to communicate 

the negative implications: on the sensor, on the person’s body, and 
via a digital screen display. Then, they use prototyping materials 
(e.g., clay, pipe cleaners, construction paper, and foam blocks) to 
sketch out and build these ideas. See Figure 4 for examples of 
implication design artifacts produced in this round. 

4.5 Action Round 
The goal of this round is to navigate value tensions through a role-
playing game based on the deck of cards created in the previous 
round. Participants use their action decks to explore the negative 
and positive implications of technology through an interactive 
roleplaying activity. Groups are shufed to include some members 
from the team that generated the deck, and new members from 
other teams. 

Figure 5 summarizes the action round steps. Participants set up 
the cards and reveal positive and negative implication cards. One 
group member, the moderator, situates those cards based on the 
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Figure 3: Lef: All workshop materials (sensing system information sheet, blank card set, Tarot Cards of Tech [3]) at the beginning 
of activity. Right: The end of an action round with stakeholder distribution based on positive and negative implications, as well 
as an implication design artifact. 

Figure 4: Examples of implication design artifacts produced in the implication design round. Lef: An uncertainty communicator 
where the system communicates the system’s uncertainty. Center: An anonymity bracelet that anonymizes the wearer’s collected 
information. Right: A daycare robot that “watches over children” to better communicate the system’s interactions with the 
children 

use case at hand by specifying a context they can anticipate from 
their own lived experiences. For example, in our workshops, one 
moderator situated a hospital context by adding, “a pregnant woman 
is going into labor and is extremely stressed.” Grounded in this con-
text, each participant selects a stakeholder card and places it on 
either the positive or negative implication card. To choose which 
implication card to place their stakeholder card on, participants 
should ask themselves if they (as their chosen stakeholder) feel 
excited about the positive implication or concerned about the nega-
tive implication. Then, for two minutes, each participants thinks of 
an implication design to maintain the positive implications while 
communicating and/or protecting against the negative implications. 

There are four rules for creating implication design artifacts: 
(1) you cannot make up new laws, but you can implement orga-
nizational policy, (2) all implications (positive or negative) have 
to be communicated through the design of an artifact, (3) you can 
use magic, (4) you cannot make the system unhackable.1 We gave 
participants the following example to help clarify the rules: 

Example: An intervention that proposes a new law 
that makes it illegal to fre employees whose jobs were 
lost to automation would not be allowed. However, 
one could propose that a particular company imple-
ments a policy that they will not fre anyone as a result 

1In the following section, we discuss how these rules were motivated and how they 
evolved over time. 
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Figure 5: Action round summary. Top lef: setup including a 
use case card, face down implication cards, and stakeholder 
cards; Top right: a positive and a negative implication card 
are revealed, and a blank card that the moderator flls in 
from their own lived experience is added to the use case card; 
Botom lef: stakeholder cards are placed on top of the their 
corresponding implications cards by diferent participants; 
and Botom right: shows a modifed implication artifact with 
an antenna that addresses value tensions between stakehold-
ers on the positive and negative implication cards. These 
steps repeat several times. 

of implementing this technology. Be aware that this 
may cause stakeholders such as the CEO to remove 
themselves from the beneft card. Moreover, the risk 
of automation still needs to be communicated in the 
design of an artifact (e.g., a public board that displays 
the number of employees that have been laid of). 

Then, participants individually create or modify implication de-
sign artifacts with craft materials to communicate or protect against 
negative implications while preserving positive implications and 
present them to the group. Participants are encouraged to “play” 
their speculative intervention by placing it on an implication card. 
The other participants can move their stakeholder cards if the inter-
vention changes their perception of the implications. Participants 
can also propose modifcations and build on each others’ interven-
tions. We refer to the fnal sets of implications, stakeholders, and 
implication design artifacts as future packs (see Figure 6 for exam-
ples). Future packs are intended to communicate a more complete 
picture of the values that were brought up, value tensions that were 
discussed, and how the group navigated those value tensions. After 
each round, a new moderator is chosen and the activity repeats. 

5 ITERATIVE WORKSHOP DEVELOPMENT 
AND METHODS 

In this section, we document our iterative and refective process in 
conducting fve pilots and two full-length workshops (� = 113). An 
overview of the structure of each workshop iteration can be found 
in Table 2. We describe how the original design of the workshop 

evolved over time to meet each of our goals (described in Section 
3.3): (1) surface diverse values, (2) enable participants of diverse 
backgrounds to collectively navigate value tensions, and (3) reduce 
reliance on heavy facilitator involvement and design expertise. 
Before each session, we posed questions motivated by our goals 
and the outcomes of previous sessions, and after each session we 
refected on the workshop outcomes. In Section 6, we refect on 
the outcomes of our fnal workshop and on the lessons learned 
throughout this iterative process. 

5.1 Pilots 1 and 2 
The frst two pilots were designed to test an initial variant of our 
workshops in which the action round was structured as an adversar-
ial game. We aimed to understand how activity scafolding shapes 
participant interactions as well as which existing tools and methods 
might be useful for this workshop. 

5.1.1 Participants. The frst pilot (� = 4) was conducted with 
undergraduate students in our personal networks and the second 
pilot (� = 8) with Human-Computer Interaction graduate and 
undergraduate researchers at our institution. 

5.1.2 Materials. Sticky notes, Ethical OS toolkit [2], and Tarot 
Cards of Tech [3]. 

5.1.3 Procedure (90 minutes). Participants were divided into two 
teams: an exploitation team and an implication design team. Teams 
were presented a speculative scenario similar to that of our fnal 
workshops (see Section 4.1). The exploitation team was tasked 
with exploiting the scenario in order to maximize profts, and the 
implication team was set to protect against possible exploitations 
through embedding protections into an artifact. Participants were 
given Ethical OS cards [2] and the Tarot Cards of Tech [3] to help 
brainstorm possible exploits. After brainstorming, the teams faced 
each other in a battle round where the exploitation team introduced 
a threat, and the implication design team attempted to protect the 
user from that threat using the solutions they have come up with. 
Protected threats got a point for the implication team, unprotected 
threats got a point for the exploitation team, points were tallied, 
and the winning team was declared. 

5.1.4 Reflections on Goals. Overall, the frst two pilots were promis-
ing and encouraged us to pursue this direction of work. Most im-
portantly, we were inspired by observing the teams collectively 
navigate value tensions and set out to better support these dynamics. 
We made several changes to surface more specifc stakeholders, con-
texts, and implications in the anticipation round, as well as changes 
to the action round to encourage design-based interventions. 

Goal 1: Surface diverse values. In analyzing the threats, we found 
that the anticipated implications lacked specifcity in their context 
as well as in the stakeholders considered. For example, stakeholders 
would just be reduced to “people in the ofce,” and therefore no 
specifc person or groups would be protected. Inspired by prior 
work in value-sensitive design [37, 55] and recent ethics-focused 
design activities [5, 79], we included a context and stakeholder 
brainstorming round in the later workshops. We also noticed that 
some scenarios lacked specifcity, so in the subsequent workshop 
we provided the participants with threat anticipation cards (which 
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Figure 6: Two future packs crafted at the end of the action round, with stakeholders sorted, and interventions crafted based on 
the positive and negative implications of the use case. Lef: A future pack for the use case: “For doctors who want to reduce 
patient stress level, the system improve that by adjusting temperature, light, or humidity.” The implication design intervention 
is a playground waiting room to reduce patient stress, which does not rely on personal sensing devices that some patients may 
not be able to aford. Right: A future pack for the use case: “For parents who want their children to be happy and develop 
emotional skills, the system can get them support by alerting the caregiver when a child’s mood is bad or they are stressed.” 
Interventions include a heart rate monitor and randomized intervention generator that limit dependence on the system, as 
well as an intelligent bot and large display that helps children refect on their feelings. 

later evolved into our use case template). Lastly, we found that the 
Tarot Cards of Tech [3] were easier for non-designers to understand 
and more successfully prompted participants to think of a broader 
set of implications than the Ethical OS toolkit [2], and therefore 
decided to use the Tarot Cards of Tech in our future workshops. 

Goal 2: Collectively navigate value tensions. In refecting on the 
workshop, we noticed a promising direction where the two teams 
were collectively navigating value tensions for specifc stakeholder 
groups, instead of taking an absolute stance on the threats and ben-
efts. For example, in response to the threat of lack of transparency 
into what data is collected, the implication design team devised a 
wall-mounted display showing all data being used by the system. 
When they presented this implication design item, the exploita-
tion team responded that this can “leak information about who 
is struggling [with their wellbeing].” The implication design team 
responded that they would make the display adapt to aggregate 
data at a group level. Observing these back-and-forth exchanges 
inspired us to further explore how to better support collectively 
navigating value tensions in future workshops. 

Goal 3: Reduce facilitator involvement. Encouragingly, we found that 
implication design was easy to understand for participants without 
design backgrounds. Participants came up with interventions such 
as the display showing all data being collected (mentioned above) 
and transparent face tattoos that anonymize data as it is being col-
lected. However, participants were quick to jump to protections that 
were based on privacy policies, legislation, or computer security 

fxes. In the next workshop, we opted to explicitly prohibit inter-
ventions that were based on policy or systems-level interventions 
(this restriction was removed in later workshops). Additionally, 
because participants were having difculty determining winners, 
we introduced a scoring rubric. 

5.2 Full Workshop 1 
In the frst full workshop, we made an efort to recruit participants 
that did not know each other and had diferent domain expertise, 
expertise levels, and lived experiences. With this pool of partici-
pants, our goal was to study the group dynamics that emerge in 
collaboration and methods to ensure equal participation. 

5.2.1 Participants. We recruited ten participants through univer-
sity mailing lists, word of mouth, and physical fyers posted at local 
businesses, a local community college, and community centers (e.g., 
libraries, art centers, and parks). We explicitly aimed to recruit 
participants with varying levels of domain expertise in a variety of 
areas, as well as with a diversity of lived experiences. We used the 
demographic information as a proxy for diversity of lived experi-
ences and selected participants that were diverse along diferent 
self-disclosed identity and demographic categories, including: gen-
der (six female, four male), age (four 18–24, three 25–34, one 35–44, 
one 55–64, and one 65+), country called home (two outside of the 
US), sexual orientation (six heterosexual or straight, two queer, one 
gay, one bisexual), racial or ethnic identity (fve white, three His-
panic/Latinx, two Asian, one Middle Eastern, one Native American; 
participants could report several categories), education level (six 
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Iteration Participants Format Materials Procedure 

Pilots 1 & 2 Friends (�=4), Brainstorming + Sticky notes, Ethical OS [2], Duration: 90 minutes 
HCI group (�=8) Adversarial game Tarot Cards of Tech [3] 1. Anticipation round: brainstorm threats/exploits or implication 

design protections 
2. Battle round: one team introduces threat, the other tries to 

protect using implication design 

Workshop 1 Campus & local com- Brainstorming + Sticky notes, threat antici- Duration: Six hours 
munity recruitment Adversarial game pation template, Tarot cards 1. Context, direct/indirect stakeholder brainstorming 
(� = 10) of Tech [3], craft materials, 2. Threat brainstorming using Tarot cards and threat ancitipation 

scoring rubric template 
3. Design implication design artifacts for three selected threats 
4. Battle round: one team introduces threat, the other tries to 

protect using implication design 

Pilots 3 & 4 Research project Brainstorming Sticky notes, Tarot cards of Duration: 60 minutes 
team (�=8), Tech [3] 1. Context, direct/indirect stakeholder brainstorming 
Computing ethics 2. Use case brainstorming for a selected context 
reading group (�=20) 3. Implication brainstorming based on use cases 

Pilot 5 Game design class Collaborative Deck of use case, threat, ben- Duration: 60 minutes 
(�=48) game eft, stakeholder, and power 1. Moderator draws use case, threat, and beneft card from deck 

cards (created by research 2. Each participant selects and places stakeholders on threat or 
team using the outcomes of beneft card 
pilots 3 and 4), game rules 3. Participants brainstorm interventions that mitigate threats 

while preserving benefts, and others move their stakeholder 
cards in response 

4. Moderator calls for another brainstorming round or ends the 
round, tallying score 

Workshop 2 Campus & local com- Brainstorming Sticky notes, Tarot cards of Duration: Six hours 
munity recruitment + Collaborative Tech [3], blank action deck, See Section 4 for procedure 
(�=15) role-play activity system information sheet, 

craft materials, evaluation 
rubric 

Table 2: Overview of our iterative workshop design process. 

holding or pursuing bachelor’s degrees, one master’s, two PhD), 
and employment status (fve students, one employed for wages, one 
unemployed, one retired). We also aimed for a diversity of domain 
expertise among expert participants (human-computer interaction, 
artifcial intelligence, communications, education, and entertain-
ment). Four participants were not afliated with our instituation. 

5.2.2 Materials. Sticky notes (stakeholder and context brainstorm-
ing), threat anticipation template (anticipation round), Tarot Cards 
of Tech [3] (implication brainstorming), craft materials (implication 
design and action rounds), scoring rubric (action round). 

5.2.3 Procedure (6 hours). After introductions, participants were 
split into teams of two and completed a warm-up activity, similar 
to that described in the fnal workshop (i.e., the intelligent toilet 
scenario). Participants brainstormed contexts of use, direct stake-
holders, and indirect stakeholders [37, 55]. Then, each participant 
used the Tarot Cards of Tech [3] to imagine possible threats for 
diferent stakeholders and flled out a threat anticipation template 
(where is this technology deployed, who might take advantage of 
this technology, who is impacted, how are they impacted, and a 
description of a potential scenario).2 Teams convened into larger 
groups of four and selected three threats. After a short lecture 

2We referred to negative implications as threats, did not diferentiate between implica-
tions and use cases, and called the anticipation the threat anticipation round in early 
versions of the workshop. We discuss how these changes evolved below. 

introducing the concept of implication design, participants spent 
30 minutes designing implication design artifacts for the three 
threats they selected. These artifacts were then taken to the bat-
tle round where each team tries to protect against other teams’ 
threats by using the implication design artifacts in a timed round 
where the teams have the ability to improve on their artifact. After 
each round, all participants used a scoring rubric to vote for the 
artifact and how well it protected the team on the following four 
dimensions: uniqueness, risk communication, threat protection, 
and intervention desirability. Participants also flled out a pre- and 
post-workshop survey. 

5.2.4 Reflections on Goals. We received positive feedback from the 
participants and observed interesting discussions of value tensions 
in this frst full workshop. However, we realized that the adversar-
ial format did not lend itself well to collectively navigating value 
tensions, so we made several changes to discourage all or nothing 
stances and facilitate a more nuanced discussion. 

Goal 1: Surface diverse values. First, we realized that the partici-
pants had to implicitly imagine both a reason to use the technology 
(i.e., a use case) and a negative implication of that use case when 
thinking of “threats.” In response, we added an explicit use case 
brainstorming session to future workshops. Moreover, while the 
threat anticipation templates were helpful in making threats more 
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specifc, they resulted in the participants focusing too much on indi-
vidual threats without frst considering a broader set of implications. 
Therefore we opted to remove the threat anticipation template and 
instead added more scafolding to use case brainstorming. Lastly, 
we also observed that the participants grew attached to the items 
they had brainstormed, leading to a protectiveness that seemed un-
grounded in lived experience and a lack of cross-pollination of ideas 
across diferent teams. In response to this, we asked the participants 
to swap their use cases and decks in future workshops. 

Goal 2: Collectively navigate value tensions. In evaluating our work-
shop with our intended pool of participants, our most important 
learning was that the adversarial format was not conducive to navi-
gating value tensions. We found that the competitive nature of this 
format was unpopular among participants, particularly those who 
were already hesitant to speak up. While each team was able to im-
prove their own artifact, the adversarial dynamic made it such that 
teams had no incentive to constructively improve upon each other’s 
designs. Moreover, the adversarial format encouraged implication 
design artifacts that often eliminated imagined benefts to protect 
against threats. One participant noted that they wished there was 
“less competition between groups, did not feel as productive as 
collaborative constructive criticism.” We therefore spent the next 
months developing and testing various iterations of the game to 
make it more collaborative, allow teams to constructively build on 
each other’s ideas, and consider positive and negative implications 
in relation to each other and the stakeholders they afect. 

Goal 3: Reduce facilitator involvement. We observed that participants 
were mostly able to complete the workshop activities independently, 
though facilitators occasionally needed to intervene when instruc-
tions were unclear. As noted above, we broke down the activities 
into step-by-step processes in response. This additional scafolding 
helped shape activity outcomes to address our goals, but also made 
the activities easier to complete independently. 

5.3 Pilot 3 and Pilot 4 
Pilots 3 and 4 focused on the anticipation round. Our goal was to 
iterate on the learnings from the full workshop to create a stream-
lined, scafolded process for the anticipation round. 

5.3.1 Participants. Pilot 3 was conducted with a research group 
studying smart spaces (�=8). Pilot 4 was conducted with a graduate 
student computing ethics reading group at our institution (�=20). 
We did not collect demographic information. 

5.3.2 Materials. Sticky notes (stakeholder and context brainstorm-
ing), Tarot cards of Tech [3] (implication brainstorming). 

5.3.3 Procedure (60 minutes). Participants brainstormed contexts, 
indirect, and direct stakeholders in teams of 3-4. Each team then 
voted to pick one context and brainstorm possible use cases for that 
context. Then, the groups brainstormed on implications that may 
arise based on diferent use cases. 

5.3.4 Reflections on Goals. While our new scafolding for the an-
ticipation round proved to be efective, we made a few changes to 
ensure consistency and clarity across the diferent components of 

the anticipation round. We do not refect on Goal 2 as this pilot did 
not include the action round. 

Goal 1: Surface diverse values. Having removed the detailed threat 
anticipation template, we found that the use cases generated in 
these pilots were either too specifc or too generic at times. More-
over, we expected that use cases would inherently map to positive 
implications. Instead, we discovered that participants observed use 
cases to be positive for some users and negative for others. For the 
future workshops, we clarifed that the use case should be a reason 
why at least one stakeholder wants to use a piece of technology in 
a given scenario and introduced threat and beneft cards (which we 
call positive and negative implication cards in our fnal workshop). 

Goal 3: Reduce facilitator involvement. In response to the changes 
above and to streamline the brainstorming process, we opted for a 
lighter-weight, fll-in-the-blank use case template (For who want 
to , the system can by ). 

5.4 Pilot 5 
This pilot tested the action round only. Prior to this pilot, we had 
play-tested diferent action round formats (e.g., role-playing with 
stakeholder roles) that inspired us to pursue a game-based format 
for the action round. The primary goals of the pilot were to under-
stand if a game structure can better support collectively navigating 
value tensions. 

5.4.1 Participants. Pilot 5 took place in a game design class with 
48 undergraduate students during one of the playtest sessions in 
their class. We did not collect demographic information. 

5.4.2 Materials. We created a deck of cards for the action round 
using the outcomes of pilots 3 and 4. The use cases were modifed 
to be neutral and we added beneft cards in addition to the existing 
threat cards. Therefore the deck included the following items: 

• 1 use case card 
• 6 preflled threat cards and 4 blank threat cards 
• 6 preflled beneft cards and 4 blank beneft cards 
• 15 preflled stakeholder cards and 10 blank stakeholder cards 
• 4 power cards (constraints to spark creativity), e.g., “You are 
temporarily granted immunity and can break laws or policies.” 

We also provided each team with a printed copy of the game rules. 

5.4.3 Procedure (60 minutes). Participants were divided into teams 
of 6–10 and sat around a table. The team assigned a moderator 
who laid out the use case and drew one beneft and one threat 
for that use case from the relevant pile. Each participant selected 
a stakeholder card and placed the stakeholder card either on the 
beneft or threat card and explained the reasoning for their choice. 
For two minutes, all participants brainstormed implication design 
interventions that would remove/minimize the threat while preserv-
ing the benefts for as many stakeholders. Each participant shared 
their intervention, other participants could move their stakeholder 
cards in response, and everyone had a chance to improve upon the 
interventions collectively. The moderator could choose to call for 
another brainstorming session and use the “power” cards as needed, 
or end the round and tally the score. Positive points were assigned 
for each stakeholder on a beneft card and negative points were 
assigned for each stakeholder on a threat card. 
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5.4.4 Reflections on Goals. This pilot confrmed that a collabo-
rative game structure supported independent navigation of value 
tensions by the participants, and facilitated a rich engagement with 
the surfaced values and stakeholder perspectives. Despite this, the 
point system lent itself to a strong focus on winning or losing which 
was not aligned with our goals. Moreover, the rules for implication 
design seemed to be unclear to some participants. As a result, we 
made a few changes that we discuss below. We do not refect on 
Goal 1 as this pilot did not include the anticipation round. 

Goal 2: Collectively navigate value tensions. Notably, our change 
to a more collaborative game structure enabled a more fuid dis-
cussion around value tensions. However, we noticed that framing 
the activity as a game led to participants focusing on winning or 
losing. Our intention was not to gamify ethics, but instead to use 
the game-like structure to create space for critical refection and 
discussions of value tensions. As a result, we removed the points 
system altogether. 

Moreover, we modifed our language around threats and benefts 
after realizing that this terminology was itself value-laden: not all 
negative implications are threats and not all positive implications 
are benefts. We revised this terminology for our fnal workshop. 

Goal 3: Reduce facilitator involvement. The participants were also 
frustrated by the activity’s vaguely defned rules, which led to them 
asking the facilitators for guidance on what interventions met the 
criteria. For instance, participants did not understand why they 
could not employ policy interventions, especially in the absence of 
alternatives. Therefore in the fnal workshop, we decided to allow 
policy and systems level interventions, but asked them to imagine 
how the policy or systems level changes might be communicated 
through design. 

Another challenge was that the scenarios did not necessarily 
resonate with the moderator leading that round, which resulted in 
participants asking for facilitator guidance. In the fnal workshop, 
we asked the moderators to situate the genertic context into a 
specifc one they are familiar with from their lived experience. This 
would enable the other team members to refer to the moderator if 
they have questions regarding their perception of the context. 

5.5 Full Workshop 2 (Final Workshop) 
Based on the learnings from the previous six workshops and pilots, 
we conducted our fnal workshop to validate the fnal design when 
conducted with our intended participant population. 

5.5.1 Participants. The recruitment followed the same procedure 
as workshop 1 described in 5.2.2 (and described in full detail in the 
facilitation guide), with an increased efort to recruit outside of our 
university’s community. We recruited 15 participants from a range 
of identity and demographic categories, including: gender identity 
(eight cis women, fve cis men, one trans man, one genderfuid 
person), age (twelve 18–24, one 25–34, one 45–54), country called 
home (fve outside of US), sexual orientation (eight heterosexual 
or straight, three queer, two gay, one bisexual), racial or ethnic 
identity includ (six white, two African American/Black, two East 
Asian, two Hispanic/Latinx, two Southeast Asian, two South Asian, 
one Middle Eastern, one Native American), education level (one 
high school graduate, nine with some college credit, two bachelor’s, 

two master’s, two Ph.D.), and employment status (eleven students, 
two employed for wages, one self-employed, one unemployed). 
We also aimed for a diversity of domain expertise among expert 
participants (two held degrees in design, one in education and 
product management, one in philosophy). Seven participants were 
not afliated with our institution. 

5.5.2 Materials. Sticky notes (stakeholder and context brainstorm-
ing), Tarot cards of Tech [3] (implication brainstorming), blank 
action deck (anticipation and action rounds), system information 
sheet, crafts materials (implication design and action rounds), eval-
uation rubric (action round). 

5.5.3 Procedure (6 hours). The procedure is nearly identical to 
the fnal format described in Section 4, with minor changes to the 
structure discussed below. 

5.5.4 Reflections on Goals. The fnal workshop largely met all of 
our goals. In the following section (Section 6.1), we refect in more 
detail on the outcomes of this workshop. Additionally, we made 
one change to the fnal workshop structure that we discuss below. 

Goal 3: Reduce facilitator involvement. We made one minor change 
to our workshop’s design (as presented in Section 4). In the frst full 
Workshop, there was little cross-pollination of ideas across diferent 
teams. In response to this, we asked the participants to swap their 
use-cases and decks at two stages in the fnal workshop. However, 
swapping decks without having the context for the new deck was 
disruptive for some members. Based on this feedback, we modifed 
the fnal workshop protocol in Section 4 and the facilitation guide 
to suggest shufing the teams instead of swapping the entire deck. 

6 REFLECTIONS 
In this section, we share our refections on the fnal workshop 
outcomes, as well as the learnings from the iterative process that 
we hope can provide useful insights for future workshop designers. 

6.1 Refections on Final Workshop Outcomes 
In this section, we share an overview of the workshop outcomes and 
refect on our workshop’s ability to meet each of our goals (Section 
3.3). In refecting on the outcomes, we shift our focus “from artefacts 
to process” [30], measuring “success” based on the process by which 
the participants collectively navigated value tensions and iterated 
through complex trade-ofs, rather than evaluating the quality of 
any one artifact. 

6.1.1 Surfacing Diverse Values. In the fnal workshop, 52 difer-
ent contexts, 50 direct stakeholders, and 34 indirect stakehold-
ers were identifed. Some examples of the identifed contexts in 
our fnal workshop were preschools, spaceships, factories, orchestra, 
trains, ice cream store, airplane cockpit, barracks, exam hall, and 
museums. Direct stakeholders included conductors, pilots, stockers, 
cashiers, shoppers, people exercising, and people reading, while in-
direct stakeholders included test proctors, librarians, cleaning staf, 
repairs/technicians, animals, pets, fans, personal aides, caregivers, 
and tourists. We also observed ideas cross-pollinating from stake-
holders to contexts, e.g., orchestra (context) inspiring conductor 
(stakeholder), then leading to train station (context). Beyond iden-
tifying, participants grounded the stakeholders, contexts, and use 
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cases they imagined in their personal experiences. For example, in 
response to a negative implication where the sensing system might 
misgender users, one participant noted that “for stakeholders we 
will have to say ‘cleaning staf’ and ‘trans cleaning staf’,” with an-
other teammate adding in that they “might need sexual minorities” 
as additional stakeholders. 

6.1.2 Navigating Value Tensions. We wanted to enable participants 
of diverse backgrounds, lived experiences, and expertise domains 
and levels to feel comfortable voicing their opinions in collectively 
navigating value tensions. Overall, participants found the workshop 
to be fun and enjoyable based on our anonymous post-workshop 
feedback survey. The three most common words used to describe 
the workshop were fun (6), creative (5), and interesting (3) and par-
ticipants rated the workshop 4.1/5 (1: strongly disliked, 5: strongly 
liked) on average. Participants also reported being able to efec-
tively collaborate with their teammates, regardless of prior design 
or domain experience. Participants had an average score of 4.6/5 
regarding how efectively their team worked together. Participants 
with and without an advanced degree reported feeling comfortable 
voicing their opinions during the workshop (5 for people with bach-
elor’s or higher, 4.4 for people without a bachelor’s degree). One 
participant reported that they enjoyed “learning from the creativity 
of others.” Another participant noted that “saying anything that 
came to mind and being silly” and “pushing back against ideas to 
make them stronger” as a factor for success on their team. 

We observed that teams were able to utilize our workshop scaf-
folding and implication design as tools to collectively navigate value 
tensions. For example, one team with “hospital” as their context 
had the following use case: “For doctors who want to reduce patient 
stress level, the system improve[s] that by adjusting temperature, 
light, and humidity.” The moderator made the context more specifc 
by saying: “I took a covid test, I will be anxious before getting the 
result.” The team originally came up with a “personalized watch” to 
individualize the care. However, when considering the negative im-
plication “divide between patients who can (not) aford the service,” 
they noticed that not every patient will be able to aford a person-
alized watch. To address this tension, they created a playground 
waiting room that could maintain the beneft of reducing stress for 
all patients while addressing the potential divide (see Figure 6, left). 

6.1.3 Reduce Reliance on Facilitators. In the fnal workshop, we 
strived to minimally intervene as facilitators, and observed that 
participants were able to complete each of the workshop activities 
without direct facilitator guidance. Thus, our roles as facilitators 
focused on creating a safe space and clarifying activity instructions 
when necessary. During our fnal workshop, participants relied on 
the tools provided to them as well as their teammates to resolve 
any issues. When asked whether they got stuck and how they got 
unstuck, the participants overwhelmingly mentioned collaborating 
with and relying on their teammates as a method to get unstuck. 
Despite the minimal facilitator intervention, all of the participants 
completed the brainstorming activities and all of the teams devel-
oped several implication design artifacts. 

6.2 Considerations for Future Workshops 
Beyond sharing the fnal design of our workshop with the broader 
community, in this section we share our learnings from the iterative 
process that informed the fnal design of the workshop. We hope 
that other researchers and practitioners can use these considera-
tions in developing their own methods. 

6.2.1 Specificity, Breadth, and Speed. Throughout our all of our 
workshops, we found that the most intriguing and creative implica-
tion designs emerged from the most specifc scenario descriptions. 
Early iterations did not make a clear enough distinction between 
a context (a physical location or social arrangement), a scenario 
(a narrative that relates and gives life to contexts and stakehold-
ers), and a use case (a reason why one stakeholder wants to use a 
piece of technology in a given scenario), which resulted in vague, 
non-specifc scenarios and implications in subsequent activities. 
Moreover, increasing the specifcity of scenario descriptions al-
lowed participants to draw from their own personal experiences. 
However, prompting participants to brainstorm highly specifc sce-
narios from the outset is challenging. It requires much less efort to 
come up with general stakeholder or context categories (e.g., doc-
tors and hospitals) than highly specifc scenarios. Moreover, having 
every context be made specifc is too time-consuming for a six-hour 
workshop. Thus, our workshop design functions as a “funnel” of 
ideas, in which stakeholder, context, and use case brainstorming is 
scafolded and progressively made more specifc as the workshop 
progresses. 

6.2.2 Utopias and Dystopias. In our frst pilots, participants would 
identify mostly negative, oftentimes dystopian scenarios. We sought 
to discourage hyperbolic scenarios because they “muddle the ba-
nality of more probable outcomes” [78, p. 1368] and detract from 
discussions about value tensions. Consequently, we restructured ac-
tivities such that the discussions were centered around how positive 
and negative implications are experienced by diferent stakeholders 
and how implications stand in relation to or in tension with one 
another, which is common in prior work [5, 79]. Note that this does 
not refect a belief that all technology has inherent benefts, but 
merely that technological harms and benefts must be considered 
in relation to one another. We also refrained from referring to neg-
ative implications as “threats,” “risks,” or “exploits,” to discourage 
participants from only envisioning extreme scenarios. 

6.2.3 Moving Beyond Policy or Computer Security Fixes. We found 
that participants were quick to jump to protections that were based 
on privacy policies, legislation, or computer security fxes. These 
kinds of protections tended to encourage solutions-focused think-
ing and detracted from our goal of surfacing value tensions and 
exploring how the design of products ought to change to better 
communicate or protect against potential implications. Thus, we ini-
tially prohibited interventions that were based on policy or systems-
level interventions (e.g., “You may not invent new laws,” “You may 
not make any additional modifcations to the system,” or “You may 
not assume that the system is unhackable”). These restrictions were 
widely unpopular (even among designers) and did not help partici-
pants come up with implication designs. In response, we tried to 
make the rules less restrictive and used “You can use magic” for 
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positive encouragement. Additionally, we emphasized that impli-
cations must be communicated even for policy interventions and 
that policy interventions can also impact stakeholders dynamics. 

6.2.4 Adversarial vs. Collaborative. Our frst designs of the work-
shop featured an adversarial action round in which participants 
were divided into teams that were tasked with exploiting a scenario 
or protecting against harms. This approach bears some similarity to 
redteaming [50, 80], a method in computer security. While we were 
inspired by the adversarial method’s ability to naturally surface 
discussions around value tensions, we found that the competitive 
nature of this format was unpopular among some participants 
(particularly those were already hesitant to speak up) and led to 
disappointment when there were no rules to decide which team had 
“won” at the end of activity. Moreover, this format led to designs 
with “all-or-nothing” protections that eliminated benefts so as to 
protect against the broadest range of threats. We briefy experi-
mented with rubrics to address the issue of winning, but found 
that rubrics encouraged solutions-focused thinking, rather than 
exploring how diferent solutions shift value tensions among stake-
holders. Ultimately, we found that an adversarial format did not 
align with our design goals and shifted to a collaborative format. 

7 LIMITATIONS AND FUTURE WORK 
In this section we discuss the limitations of our method and the 
opportunities for future work. 

7.1 Organizing and Facilitating 
To make the workshop available to a broad audience, one of our 
main goals was to make the workshop lightweight and easy to 
facilitate. While the outcomes of our fnal workshops confrm that 
we met this goal, it is likely that our design and domain expertise 
shaped the workshop dynamics and outcomes. Though we strived to 
minimally intervene in participant interactions (particularly during 
the fnal workshop), further work is required to test how easily 
people without a design background can facilitate our workshop. 

Beyond expertise in design, we also note that factors such as 
recruitment and setting a safe space can form barriers to facilitating 
our workshop. Recruiting a diverse pool of participants is a consid-
erable challenge, requiring signifcant time and resources. Moreover, 
when working with participants from marginalized groups, addi-
tional expertise and care is required to maintain a safe space for all 
participants. We also acknowledge that signifcant labor is required 
to initiate conversations about ethics in organizations, sustain these 
conversations over time, and advocate for changes in the design of 
particular technologies. Prior work has defned this form of labor 
as values advocacy [66] and much like Timelines [79], our method 
can serve as a tool to assist values advocates in their work. 

7.2 Workshop Recruitment 
For our full-length workshops, we worked to recruit participants 
from a variety of demographic backgrounds in order to draw from 
a diversity of lived experience. Despite our eforts, we acknowl-
edge several limitations in our recruitment. First, we acknowledge 
that lived experience is impossible to quantify and that recruit-
ing participants among self-reported identities and demographics 
is an imperfect, albeit useful proxy. Second, our recruitment was 

constrained by our geographic location and infuenced by our in-
stitutional afliation. All of our participants were required to be 
fuent in English, all of our participants lived in the same geographic 
area, and many of our participants were students afliated with our 
university. These recruitment limitations impacted the diversity 
of experience we were able to capture in our workshops because 
institutional afliation and geographic location are dimensions of 
power and privelege. Lastly, our recruitment was afected by the 
COVID pandemic since our workshop requires in-person atten-
dance. It is likely that many potential participants did not enroll 
due to COVID concerns (our workshops were conducted in 2021– 
2022), in particular older participants and those not afliated with 
our institution. 

As such, we are interested in sharing our resources with outside 
facilitators and are actively pursuing partnerships with community 
organizations. For example, we are looking into running this work-
shop with older adults, and may partner up with local non-proft 
organizations serving older adults to do so. We hope that this con-
tinuation of our work will make our method even more accessible, 
with the goal of allowing organizations to initiate and organize 
workshops without any researcher involvement. 

7.3 Putting the Workshop Outcomes to Work 
We are most excited about the potential of our method to facilitate 
sustained discussions with communities about the development of 
emerging technologies. While the goal of this work was to develop 
a method that enabled participants of diferent backgrounds to 
collectively navigate value tensions, this leaves open the question 
of how the outcomes of our workshop might be put to practice 
which we hope to study further in future work. 

In our experience so far, we found two avenues through which 
this workshop has informed our own research on smart spaces, 
which may be indicative of how the knowledge produced in our 
workshop might integrate into larger ethics-focused design eforts. 
First, the discussions generated amongst the participants during 
the action round drew on rich lived experiences and added nu-
anced insight into values that were surfaced using traditional VSD 
methods. Therefore, our method could be used as a supplement to 
traditional value elicitation methods by foregrounding the tensions 
among them. Second, the implication design artifacts produced by 
the participants can be used to understand and probe user attitudes 
and expectations with regards to a technology. In the next section, 
we discuss the ways in which we think implication design artifacts 
can be used in future work. 

7.4 Future Directions for Implication Design 
As discussed in Section 3.1, we utilize implication design as a lan-
guage for participants with and without design expertise to com-
municate how a technology might change to better serve them. 
Therefore, we did not focus on evaluating how well implication 
design artifacts communicated or protected against potential impli-
cations, but rather used them as probes to understand participant 
needs and values. 
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However, we also believe that implication design has potential 
as a human-centered complement to policy- and computer security-
based solutions in real technology products. Informed by the pre-
liminary implication design artifacts produced in our workshops, 
we hope to further explore implication design with professional 
designers and design researchers in the context of real ubiquitous 
computing products. In future iterations, we also wish to explore 
how diferent prompts contribute to the type of solutions imagined. 
For example in our fnal workshop, we asked the participants to 
imagine the artifacts on the sensor, on the person’s body, and via 
a digital screen display, which prompted individual-level consid-
erations. We are interested in exploring prompts that may lend 
themselves to community-, society-, or more-than-human- level 
considerations. Lastly, designers might also use semi-functional, 
speculative implication design artifacts as in situ probes, exploring 
when and in which contexts people may wish to employ these 
artifacts to further understand the underlying values and value 
tensions. 

7.5 Beyond Sensing and UbiComp Applications 
Our workshops explored the ethical implications of sensing and 
ubiquitous computing technology, which refects our own interests 
as researchers in this space. Ubiquitous computing technologies 
foreground a wide range of ethical implications, particularly due 
to their prevalence across a variety of personal and social contexts 
(e.g., home, work, school, or medical) and reliance on pervasive 
data collection and inference algorithms. However, there are many 
other technologies with ethical implications in various domains 
(e.g., gene editing, energy technology) and further work is required 
to assess the extent to which the activities in our workshop apply 
across other technological domains. 

Moreover, our workshop was grounded in our motivation as 
designers and researchers to explore how the design of products 
can be changed to better account for ethical implications. However, 
changing the design of a product is only one way to address ethical 
implications. Other approaches include legislation and policy pro-
posals, advocacy and activism, and computer security. We note that 
our action round is not strictly tied to implication design and could 
be modifed to support diferent kinds of interventions. For instance, 
instead of proposing implication designs, participants could pro-
pose policy solutions to address positive and negative implications. 
Such an approach will likely require diferent scafolding and we 
are interested in its potential for future extensions of our workshop. 

7.6 Ethics Education 
Many participants shared that they learned a lot about ethics in 
technology during the workshop and left with a new perspective or 
changes in mindset. As a next step, we are also interested in adapt-
ing components of the workshop into an education module that 
can be integrated into undergraduate courses following initiatives 
such as Embedded EthiCS [39]. Such an adaptation may also allow 
the workshop to more easily be used as a design intervention for 
initiating conversations about ethics and values across a variety of 
organizations or companies. 

8 CONCLUSION 
This paper presents a workshop-based method for collective spec-
ulation on the ethical implications of technological futures. In de-
veloping our workshop, we followed an iterative process, taking 
inspiration from theoretical perspectives that center values, ethics, 
and participation in design research, as well as speculative and 
futuring methods, game design, and roleplay. We report on the 
learnings from our iterative process, conducting seven iterations of 
our workshop with 113 participants. Through sharing our workshop 
materials and learnings, we hope to make this method adaptable 
and easy-to-facilitate across a variety of settings. 
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